Dynamic realization of statistical state in finite systems
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Evolution of the large-amplitude dissipative collective motion in a simple soluble model is studied within the time-dependent Hartree-Fock theory, by using a general microscopic transport theory, which optimally divides the total system into the collective and intrinsic subsystems. Even though the total system reaches some statistical stationary state, it is shown that the subsystem cannot alone remain stationary by being separated from the other subsystem, when they are strongly correlated with each other. Dynamic response functions are used in exploring an instantaneous structure of each subsystem. When the total system reaches a statistical stationary state, it is shown by using the dynamical response function that the influence of the intrinsic subsystem on the collective one can be effectively taken into account by replacing the intrinsic system by the heat bath.
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I. INTRODUCTION

One of the basic problems in the nuclear physics is to microscopically understand phenomena such as damping, dissipation, fluctuation, and diffusion processes, which appear in the giant resonance of hot nuclei, fission, fusion, heavy-ion deep-inelastic collisions, etc. They involve a complex interplay between the collective and intrinsic degrees of freedom, the latter one usually expressed by a statistical object like the thermal heat bath or the Gaussian orthogonal ensemble (GOE). In such a finite many-body system as the nucleus, however, the Born-Oppenheimer approximation to divide the total system into the collective and intrinsic subsystems is by no means trivial, nor is the statistical assumption.

Since we are interested in the large-amplitude dissipative collective motion whose energy is much smaller than the Fermi energy of the single-particle motion, its microscopic dynamics ought to be studied within the time-dependent Hartree-Fock (TDHF) theory. As is well known, the TDHF equation is formally equivalent to the Hamilton canonical equations of motion within the TDHF symplectic manifold. Therefore, the study of nuclear dissipative dynamics has a large overlap with the celebrated ergodic problem which provides us with the dynamical foundation of classical statistical mechanics [1,2]. In the case of the ergodic problem, one treats a long time evolution of the single trajectory and discusses a relation between the phase-space average and the time average. In the case of nuclear physics, one may deal with a time development of a bundle of TDHF trajectories. It approximately represents a wave packet consisting of many eigenfunctions which are expressed by the direct product of intrinsic and collective components. When one treats a dissipative collective motion, these eigenfunctions at the initial time are supposed to have a different structure for the intrinsic component, whereas they have almost the same structure for the collective component. To investigate the dynamical evolution process of the bundle of trajectories, one has to answer the following important questions: (a) a relation between the dynamics of individual trajectories and that of the bundle of trajectories, (b) how and why the system described by the bundle of trajectories reaches its stationary state, and what the final state looks like, (c) the dynamical relation between two subsystems which are composed of the collective and the intrinsic degrees of freedom, respectively, namely, how the collective subsystem is affected by its partner during the evolution process in a strongly interacting finite system, and (d) how to macroscopically describe the evolution process of the bundle of trajectory. In other words, how to microscopically derive a Fokker-Planck- or Langevin-type transport equation for the collective degrees of freedom.

These investigations involve a vast number of theoretical subjects. In the realistic case, an initial wave packet is composed of many different intrinsic excitations with almost the same collective component. Even in this specific problem, a later-on time evolution may show quite a different development depending on its initial condition. In this paper, we will concentrate our discussion on how a statistical state in the finite system is realized dynamically.

The general microscopic transport theory [3–6] has been proposed to describe the collective motion displayed by the bundle of trajectories. In this theory, the total system is optimally divided into the collective and intrinsic subsystems, and the dynamic response and correlation functions have been introduced [5] for studying the evolution process of the bundle of trajectories. By applying the theory to a simple model Hamiltonian in the previous paper [5], it was illustrated that the dynamic response function gives important information in understanding the dynamical process of the total system as well as the subsystems. In the present paper, we further analyze the later-on time evolution of the bundle of trajectories by using this general theory.
Using a simple model Hamiltonian, in Sec. II, we discuss the importance of analyzing the structure of the TDHF manifold, which gives full information of the individual trajectories. In Sec. III, we explore the evolution process of the bundle of trajectories. By performing numerical calculations, we found an important condition where the total system resists being divided into two subsystems. Namely, we found a condition for characterizing the specific situation where the total system converges to some (statistical) stationary state, whereas the subsystem cannot alone stay in the stationary state without its partner.

We also found that the dynamic response functions for the subsystems show quite different behavior from that of the usual linear response function [7,8]. When the total system reaches a statistical stationary state, it is shown in Sec. IV by using the dynamical response function that the intrinsic subsystem is effectively expressed by a heat bath. Since the response function is directly related to experimental observables, all of these findings will certainly provide us with further insight into the statistical description of large-amplitude dissipative collective motion in finite systems.

II. MODEL HAMILTONIAN AND STRUCTURE OF THE TDHF MANIFOLD

In understanding the large-amplitude dissipative collective motion, the importance of mutual dependence between the collective and the single-particle motion has been pointed out repeatedly. One of the main issues in this respect has been to make clear whether the single-particle motion develops along the adiabatic basis or the diabatic one, which are defined by referring to the time-dependent variation of the mean field induced by the collective motion. This problem has been usually discussed to describe the dynamical evolution of the collective motion near the level-crossing region [9–11]. Since the adiabatic assumption is strongly violated near the level-crossing point, the dynamical evolution of the system cannot be expressed by the adiabatic collective variables alone or the diabatic path. In this case one faces a dynamical problem as to how many additional degrees of freedom are necessary in describing the collective motion besides the collective variables.

In order to understand the microscopic dynamics responsible for the dissipation process by going beyond the adiabatic assumption, therefore, it is indispensable to explore the structure of the TDHF manifold, which determines what kinds of dynamics can occur in the finite system. Until quite recently, it was not well recognized in nuclear physics that there is exceedingly rich structure in the TDHF manifold, which is not simply expected from the shape of the potential energy surface. In order to find various modes of motions appearing in the TDHF manifold, one has to numerically solve the TDHF equation with different initial conditions.

To get a fully microscopic understanding of the complex structure of the classical phase space, there has been developed the general theory of nonlinear dynamics (GTND) [2]. The basic ideas of the GTND have been mainly developed by using the classical system with 2 degrees of freedom or even 1.5 degrees of freedom like the kicked rotor model. Since our main concern is to explore the justification of an introduction of some statistical treatment in the finite system through what is happening during the time evolution of a bundle of trajectories, we study the relation between the characteristic features of the individual trajectories and those of the bundle of trajectories in the TDHF manifold. For this aim, we take the following system with two degrees of freedom:

\[
H(q_1,p_1;q_2,p_2) = H_1 + H_2 + H_{\text{coup}},
\]

\[
H_1 = \frac{1}{2} \varepsilon_i (q_i^2 + p_i^2) + \frac{1}{2} V_i (N-1) (q_1^2 - p_1^2) - \frac{N-1}{N} V_i \left( \frac{q_i^4}{4} - p_i^4 \right), \quad i = 1,2,
\]

\[
H_{\text{coup}} = \sum_i A_i B_i,
\]

\[
A_i = \sqrt{\frac{V_i (1-N)}{4N}} [ q_i^2 + (-1)^i p_i^2 ], \quad B_i = \sqrt{\frac{V_i (1-N)}{4N}} [ q_i^2 + (-1)^i p_i^2 ].
\]

The above Hamiltonian is a classical realization of the quantum mechanical SU(3) Hamiltonian for the many-fermion system by applying the TDHF formalism (the convention $\hbar = 1$ is applied). The structure of the TDHF manifold (which is formally equivalent to the classical phase space) is numerically obtained by solving the canonical equations of motion given by

\[
\dot{q}_i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q_i}.
\]

In Fig. 1, the Poincaré section map constructed on the $(q_1,p_1)$ plane with conditions $q_2 = 0$ and $p_2 > 0$ is shown. The parameters used in our calculation are $\varepsilon_0 = 0$, $\varepsilon_1 = 1$, $\varepsilon_2 = 2$, and $N = 30$, and the total energy is fixed at $E = 40$. From Fig. 1, one may learn how many rich structures are there in the TDHF manifold depending on the interaction strength $V_i$. In Fig. 1, the essential phenomena discussed in the GTND are clearly displayed. The objective of the GTND has been to understand how the adiabatic invariants (constants of motion) characterizing the individual trajectories undergo a change depending on their amplitudes at the origin.
of the coordinate system, how there appears a new type of motion forming a resonant island structure which surrounds the main island, how and why the local adiabatic invariant characterizing the motion belonging to the resonant islands disappears (appearance of local chaoticity), and how there finally appears the global chaoticity. To get an analytical understanding of these phenomena, it turns out to be decisive to introduce the most natural coordinate system for each trajectory. It may not be an exaggeration to say that the history of the nonlinear dynamics has been the struggle to develop a proper classical perturbation theory capable of defining the most optimum coordinate system, where an approximate adiabatic invariant of a given trajectory is expressed in the simplest way. In the nuclear physics, this problem is equivalent to developing a method which optimally divides the total system into the collective and intrinsic degrees of freedom.

Here it should be noticed that the Hamiltonian in Eq. (2.1) satisfies the relations

$$\frac{\partial H}{\partial q_2} \bigg|_{p_2=q_2=0} = \frac{\partial H}{\partial p_2} \bigg|_{p_2=q_2=0} = 0,$$

$$\frac{\partial H}{\partial q_1} \bigg|_{p_1=q_1=0} = \frac{\partial H}{\partial p_1} \bigg|_{p_1=q_1=0} = 0,$$

(2.3)

which are called the maximal decoupling conditions. Equations (2.3) simply mean that the trajectory starting with the initial condition $q_1(t=0)=q_{10}$, $p_1(t=0)=p_{10}$, $q_2(t=0)=0$, $p_2(t=0)=0$ is always running on the subspace $\Sigma_1 \{q_1,p_1,q_2=0,p_2=0\}$, whereas the trajectory with the initial condition $q_1(t=0)=0$, $p_1(t=0)=0$, $q_2(t=0)=q_{20}$, $p_2(t=0)=p_{20}$ is always on the subspace $\Sigma_2 \{q_1=0,p_1=0,q_2,p_2\}$. In this sense, the coordinate system $\{q_1,p_1,q_2,p_2\}$ satisfying the conditions (2.3) gives the most optimal coordinate system for the trajectories which are sticking to either the subspace $\Sigma_1$ or to $\Sigma_2$. In other words, the division of the total system into the relevant coordinates $\{q_1,p_1\}$ and the irrelevant coordinates $\{q_2,p_2\}$ has a sense in a region near these subspaces. In Fig. 1, the trajectories sticking to the subspace $\Sigma_2$ form an innermost concentric circle structure centered at the origin, whereas those sticking to the subspace $\Sigma_1$ form an outermost concentric circle structure. Trajectories starting far away from both the subspaces $\Sigma_1$ and $\Sigma_2$ show a crescent structure in Fig. 1(a). In this case, the coordinate system $\{q_1,p_1,q_2,p_2\}$ has no advantage, because their adiabatic invariants cannot be simply expressed by either one of these two. As is seen from Fig. 1, in the cases with $V_i = -0.01$ and $-0.03$, these trajectories still represent regular motion, forming an island structure surrounding the main island. For these trajectories, one may introduce another most natural coordinate system called the resonant coordinates characterized by the nonlinear resonance [2,13].

Trajectories having different adiabatic invariants are separated by the separatrix. As the nonlinear interaction becomes large, it is well known that the chaotic motion starts to occur near the separatrix. In the case with $V_i = -0.07$, the trajectories starting far from the subspace $\Sigma_2$ mainly represent the chaotic motion. Since there are no constants of motion for the chaotic trajectory, there does not exist any optimal coordinate system.

As is stated in the Introduction, large-amplitude dissipative collective motion can be explored by a time evolution of a bundle of trajectories within the TDHF theory. The time evolution of a bundle initially distributed near the subspace $\Sigma_1$ was studied extensively in Ref. [12]. In this paper, we restrict ourselves to the case where a bundle is initially located far away from the subspaces $\Sigma_1$ and $\Sigma_2$ with a sharp distribution.

III. COUPLED-MASTER EQUATION

A. Evolution of bundle

The time evolution of a bundle of trajectories is described by the Liouville equation given by

$$\dot{\rho}(t) = -i \mathcal{L} \rho(t), \quad \mathcal{L} = \sum_{i=1}^{2} \left( \frac{\partial H}{\partial q_i} \frac{\partial}{\partial p_i} - \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q_i} \right).$$

(3.1)

The dynamical relation between the two degrees of freedom is studied by introducing a pair of partial distribution functions

FIG. 1. Poincaré section map on the $(q_1,p_1)$ plane. (a), (b), and (c) are for $V = -0.01$, $-0.03$, and $-0.07$, respectively.
\[ \rho_1(t) = \int \int dq_2 dp_2 \rho(t) = \text{Tr}_2 \rho(t), \quad \rho_2(t) = \int \int dq_1 dp_1 \rho(t) = \text{Tr}_1 \rho(t). \]  

(3.2)

With the aid of the partial distribution functions defined in Eq. (3.2), one may introduce the time-dependent projection operator [14]

\[ P(t) = \rho_1(t) \text{Tr}_1 + \rho_2(t) \text{Tr}_2 - \rho_1(t) \rho_2(t) \text{Tr}_1 \text{Tr}_2. \]  

(3.3)

Then the total distribution function \( \rho(t) \) is divided into a separable part \( \rho_s(t) \) and a correlation part \( \rho_c(t) \) defined through

\[ \rho_s(t) = P(t) \rho(t) = \rho_1(t) \rho_2(t), \quad \rho_c(t) = \left[ 1 - P(t) \right] \rho(t) = \rho(t) - \rho_1(t) \rho_2(t). \]  

(3.4)

By means of the distribution functions defined in Eqs. (3.2) and (3.4), the coupling Hamiltonian in Eq. (2.1) is expressed as

\[ H_{\text{coup}} = H_{\text{av}}(t) + H_\Delta(t) - E_0(t), \]

\[ H_{\text{av}}(t) = H_1(t) + H_2(t), \]

\[ H_\Delta(t) = H_{\text{coup}} - H_{\text{av}}(t) + E_0(t) = \sum_{i=1}^{2} (A_i^x - \langle A_i^x \rangle_t) (B_i^x - \langle B_i^x \rangle_t), \]

\[ E_0(t) = \int \int dp_1 dq_1 dp_2 dq_2 H_{\text{coup}} \rho_1(t) \rho_2(t) = \sum_{i=1}^{2} \langle A_i^x \rangle_t \langle B_i^x \rangle_t, \]

\[ H_1(t) = \int \int dp_2 dq_2 H_{\text{coup}} \rho_2(t) = \sum_i A_i \langle B_i^x \rangle_t, \]

\[ H_2(t) = \int \int dq_1 dp_1 H_{\text{coup}} \rho_1(t) = \sum_i \langle A_i^x \rangle_t B_i^x, \]

\[ \langle A_i^x \rangle_t = \int dq_1 dp_1 A_i \rho_1(t), \quad \langle B_i^x \rangle_t = \int dq_2 dp_2 B_i \rho_2(t), \]  

(3.6)

where \( H_1(t) \) \([H_2(t)]\) denotes a time-dependent Hamiltonian for the first [second] degree of freedom obtained from \( H_{\text{coup}} \) by averaging over the second [first] distribution function. The total Hamiltonian is then represented as

\[ H = H_{1,\text{mean}}(t) + H_{2,\text{mean}}(t) + H_\Delta(t) - E_0(t), \]

\[ H_{1,\text{mean}}(t) = H_1 + H_2, \quad H_{2,\text{mean}}(t) = H_2 + H_2(t), \]  

(3.7)

(3.8)

where \( H_{1,\text{mean}}(t) \) \([H_{2,\text{mean}}(t)]\) represents the so-called “mean-field” Hamiltonian for the first [second] degree of freedom, which is obtained by only taking account of an average effect of the second [first] degree of freedom. Here \( H_\Delta(t) \) is the dynamic fluctuation part.

In performing the numerical calculation, the time evolution of the distribution function \( \rho(t) \) organized by Eq. (3.1) is evaluated by using the pseudoparticle method,

\[ \rho(t) = \frac{1}{N_p} \sum_{n=1}^{N_p} \prod_{i=1}^{2} \delta(q_{i,n}(t)) \delta(p_{i,n}(t)), \]  

(3.9)

where \( N_p \) means the total number of pseudoparticles and \( q_{i,n}(t) \) and \( p_{i,n}(t) \) denote a phase space point of the \( n \)th pseudoparticle at time \( t \), which is determined by integrating Eq. (2.2). We use the fourth order Runge-Kutta method for integrating the canonical equation of motion and \( N_p \) is chosen to be \( 10,000 \). The initial condition of the distribution function is given by a uniform distribution in a region

\[ -0.05 \leq q_1 - 0.4 \leq 0.05, \quad -0.02 \leq q_2 - q_{20} \leq 0.02, \]

\[ -0.05 \leq p_1 \leq 0.05, \quad -0.02 \leq p_2 \leq 0.02, \]  

(3.10)

where \( q_{20} \) is fixed from the Hamiltonian in Eq. (2.2) by using \( q_1 = 0.4, \quad p_1 = p_2 = 0, \) and \( E = 40 \). By comparing the above initial condition with the Poincaré map in Fig. 1, it is easily seen that the initial distribution function \( \rho(t = 0) \) is set in a tiny region near the unstable fixed point, i.e., an intersection point of the separatrix for the first two cases. This choice of initial condition is very interesting because the chaotic feature is known to be first generated near this hyperbolic fixed point. The initial distribution is indicated in Fig. 1 by a solid square.
In Fig. 2(a), the time dependence of the variance \( \langle q_1^2 \rangle - \langle q_1 \rangle^2 \) is shown for the cases with \( V_i = -0.01, -0.03, -0.04, \) and \(-0.07. \) A unit of time is given by \( \tau_{\text{coll}} = \omega_{\text{coll}} 2\pi, \) where \( \omega_{\text{coll}} \) is the eigenfrequency of low-lying normal mode obtained by applying the random phase approximation (RPA) to Eq. (2.2).

As is seen from Fig. 1, every part of the phase space in the cases with \( V_i = -0.01 \) and \(-0.03 \) is dominated by regular motion, but by the chaotic sea in the case with \( V_i = -0.07. \) In the case with \( V_i = -0.01, \) the variance is oscillating and even increasing. Since the variance has no tendency to reach some time-independent value, the system is not expected to converge to some statistical object in this case. In the case with a much stronger interaction, i.e., \( V_i = -0.03 \) and \(-0.04, \) the variance increases exponentially and seems to oscillate around some saturation value. Nevertheless, the amplitude of oscillation is not small, indicating the nonestablishment of a stationary state for a very long time. Note that the above result is obtained by choosing an initial distribution around the unstable fixed point where many trajectories with different characters come across each other. If one puts many pseudoparticles around the hyperbolic point where various types of trajectories are involved, the existence of the invariant (KAM) torus prevents the system from reaching some statistical object. Consequently, one cannot expect a realization of the statistical state for the nonlinear dynamical system where the KAM torus is dominating.

In the case with \( V_i = -0.07, \) where the chaotic sea dominates the phase space, a quite different situation is realized. In the beginning, the variance increases abruptly, steeper than exponential curve which is realized in \( V_i = -0.03 \) and \(-0.04, \) In this case, moreover, the time dependence almost dies out around \( t \approx 25 \tau_{\text{coll}}, \) indicating the establishment of the stationary state. Thus the appearance of chaotic motion for the individual trajectory is strongly related to the realization of a stationary state for the bundle of trajectories.

As stated in the previous section, the choice of the coordinate system does not have any sense in the present chaotic case. Namely, if the relations

\[
\langle q_i \rangle_t = \sqrt{\langle q_i^2 \rangle - \langle q_i \rangle^2},
\]

\[
\langle p_i \rangle_t = \sqrt{\langle p_i^2 \rangle - \langle p_i \rangle^2},
\]

(3.11)

hold, the coordinate system \( \{q_1, p_1; q_2, p_2\} \) has no particular advantage in describing the system under consideration. In Fig. 2(b), the average value of \( \langle p_2 \rangle, \) and the variance \( \langle p_2^2 \rangle - \langle p_2 \rangle^2 \) are shown for the case with \( V_i = -0.07. \) Since the square root of the variance is much larger than the average, the choice of a particular coordinate system does not have any profit for the present case. As is well known, the nearest-neighbor level-spacing statistics of the quantum system is well described by the GOE, when the phase space of its classical correspondent is covered by the chaotic sea [15]. Here, it should be noticed that the chaotic phase space structure is generated by a single trajectory, whereas the nearest-neighbor level spacing expresses a statistical property of many eigenstates. Since the GOE is derived under the assumption that the final result should not depend on the choice of representation, and since the time-independent stationary state realized after \( t = 25 \tau_{\text{coll}} \) does not depend on the choice of the coordinate system either, we may draw the conclusion that the bundle of trajectories reaches a statistical object after \( t \approx 25 \tau_{\text{coll}}. \)

**B. Energy distribution**

From the saturation property of the variance depicted in Fig. 2, it is expected that the stationary statistical state is established dynamically for the chaotic case with \( V_i = -0.07. \) It is the aim of the present subsection to investigate what kind of final distribution is established for the case with \( V_i = -0.07 \) and how two subsystems described by \( p_1(t) \) and \( p_2(t) \) are correlated with each other. Since the energy of each pseudoparticle is chosen to be \( E = 40 \) in the initial condition, there are no fluctuations in the total Hamiltonian \( H; \) i.e., \( \langle H_1^2 \rangle_t - \langle H_1 \rangle_t^2 = 0 \) at any time.

Now, let us consider the distribution of the partial Hamiltonian. In Figs. 3(a) and 3(b), the time-dependent averages defined through

\[
\langle H_i \rangle_t = \int dq_idp_i \langle H_i \rangle_t(p_i(t)), \quad i = 1 \text{ and } 2,
\]

are shown.
FIG. 3. (a) Time dependence of averaged values $\langle H_2 \rangle_t$, $\langle H_2(t) \rangle_t$, and $\langle H_2 + H_2(t) \rangle_t$, (b) time dependence of averaged values $\langle H_2(t) \rangle_t$ and $\langle H_{\text{coupl}} \rangle_t$, (c) energy distribution of $H_1$ (dashed line) and $H_1 + H_1(t)$ (solid line) for different times $t$, (d) energy distribution of $H_2$ (dashed line) and $H_2 + H_2(t)$ (solid line) for different times $t$, (e) energy distribution of $H_{\text{coupl}}$ (dashed line) and $H_\Delta$ (solid line) for different times $t$, (f) time-dependent variance $\langle H_\Delta^2 - \langle H_\Delta \rangle_t^2 \rangle$ and $\langle H_1^2 - \langle H_1 \rangle_t^2 \rangle$, for the case with $V = -0.07$.

\[
\langle H_{i} + H_i(t) \rangle_t = \int \int dp_1 dq_1 \langle H_i + H_i(t) \rangle \rho_i(t) , \quad \langle H_\Delta(t) \rangle_t = \int \int dp_1 dq_1 dq_2 dH_\Delta(t) \rho(t) = 0
\]

for $i = 1$ and 2.

\[
\langle H_{\text{coupl}} \rangle_t = \int \int dp_1 dq_1 dq_2 dH_{\text{coupl}} \rho(t) = E_0(t) ,
\]

are shown. $\langle H_1 \rangle_t$, $\langle H_1(t) \rangle_t$, and $\langle H_1 + H_1(t) \rangle_t$ are not shown in Fig. 3, but have similar behavior with $\langle H_2 \rangle_t$, $\langle H_2(t) \rangle_t$, and $\langle H_2 + H_2(t) \rangle_t$. These averages reach their stationary values at $t \equiv (25 - 30) \tau_{\text{coll}}$, after a violent exchange.
of energy in the region of \( t<5 \tau_{\text{coll}} \). Note that \( \langle H_1(t) \rangle_t, \langle H_2(t) \rangle_t, \) and \( \langle H_{\text{coupl}} \rangle_t \) are equivalent to \( E_0(t) \) by definition. This convergence property is consistent with the saturation property of the variance in Figs. 2(a) and 2(b) discussed in the previous subsection.

A convergence of these average values does not necessarily indicate the establishment of the statistical state for each subsystem. To make this point clear, let us notice that a general relation for various variances of partial Hamiltonians always holds,

\[
\Gamma_2^{(i)} \geq \Gamma_1^{(i)} \geq \Gamma_0 = (0), \quad i, j = 1 \text{ and } 2,
\]

\[
\Gamma_0 = \langle H^2 \rangle - \langle H \rangle^2,
\]

\[
\Gamma_1^{(i)} = \langle H^2(t) \rangle_{i,\text{mean}(t)} - \langle H_i(t) \rangle_{i,\text{mean}(t)}^2,
\]

\[
\Gamma_2^{(i)} = \langle H_i(t) \rangle - \langle H_i \rangle^2,
\]

(3.13)

which is easily proven. When the mean-field approximation gives a reasonable description, the relation \( \Gamma_0 \approx \Gamma_1^{(i)} \) holds. When the coupling interaction is sufficiently small, the other relation is also satisfied, i.e., \( \Gamma_1^{(i)} \approx \Gamma_2^{(i)} \). In Figs. 3(c) and 3(d), the distributions of \( H_i \) and \( H_1 + H_2(t) \) with \( i = 1 \) and 2 calculated for each trajectory in the bundle are shown as functions of energy, which give the same information as the variances in Eq. (3.13). As is seen from Figs. 3(c) and 3(d), our numerical result well realizes the general inequality \( 0 < \Gamma_1^{(i)} \approx \Gamma_2^{(i)} \approx \Gamma_2^{(i)} \). Namely, there are two kinds of width which tell us how two subsystems accommodate each other. It is also seen that the stationary state is established at \( t \approx 25 \tau_{\text{coll}}, \) because the distribution of the partial energy has no strong time dependence after \( t \approx 25 \tau_{\text{coll}}. \) This situation also coincides with the calculation in Fig. 2 and Figs. 3(a) and 3(b).

As is easily verified, the following relations also hold:

\[
\langle H^2(t) \rangle_t - \langle H(t) \rangle_t^2 = \langle H^2_{\text{mean}(t)} \rangle_t - \langle H_{\text{mean}(t)} \rangle_t^2 \approx \Gamma_1^{(i)},
\]

(3.14)

\[
\langle H^2_{\text{coupl}} \rangle_t - \langle H_{\text{coupl}} \rangle_t^2 = \langle (H_1 + H_2)^2 \rangle_t - \langle H_1 + H_2 \rangle_t^2 \approx \Gamma_1^{(i)},
\]

(3.15)

where \( H_{\text{mean}}(t) = H_1 + H_2 + H_1(t) + H_2(t) \). From Eqs. (3.13), (3.14), and (3.15), one gets the relation

\[
\langle H^2_{\text{coupl}} \rangle_t - \langle H_{\text{coupl}} \rangle_t^2 \leq \langle H^2 \rangle_t - \langle H \rangle_t^2.
\]

(3.16)

The inequality relation (3.16) is well realized in our calculation which is illustrated in Fig. 3(e). In Fig. 3(f), the time dependence of the variance \( \langle H^2_{\text{coupl}} \rangle_t - \langle H_{\text{coupl}} \rangle_t^2 \) is shown. As is shown in Eq. (3.14) and is seen from Fig. 3(e), the variance \( \langle H^2_{\text{mean}(t)} \rangle_t - \langle H_{\text{mean}(t)} \rangle_t^2 \) has the same order of magnitude as \( \Gamma_1^{(i)}. \)

Since the square root of the variance \( \langle H^2_{\text{coupl}} \rangle_t - \langle H_{\text{coupl}} \rangle_t^2 \) is much larger than the \( \langle H \rangle_t \), which is understood by comparing Figs. 3(b) and 3(f), a large energy exchange goes on between the two subsystems, even though \( \langle H_{\text{mean}(t)} \rangle_t \), have reached the time-independent object, indicating no energy transfer in average. Namely, each subsystem cannot remain stationary alone by being separated from the other subsystem, when the following condition

\[
\sqrt{\langle H^2_{\text{coupl}} \rangle_t - \langle H_{\text{coupl}} \rangle_t^2} > \langle H \rangle_t = 0
\]

(3.17)

holds, although the total system is in a statistical stationary state. In other words, the effect of \( \rho_i(t) \) is so large that the total system cannot be divided into two subsystems when the relation (3.17) is valid.

C. Dynamic response function

In order to study what is happening between two subsystems, let us use the dynamic response function which appears in the coupled master equation given below. By switching off the fluctuation \( H_3(t) \) between two subsystems at time \( t_1 \), and by evaluating its effects perturbatively in a small time increment after \( t_1 \), one gets a set of approximate coupled master equations given by

\[
\dot{\rho}_1(t) = -i[\mathcal{Z}_1 + \mathcal{Z}_1(t)]\rho_1(t) - i\text{Tr}_2 P(t) \mathcal{Z}_g(t, t_1)\rho_2(t_1)
\]

\[
- \int_0^{t-t_1} d\tau \sum_{lm} \chi_{lm}(t,t-\tau) [A^l, G_1(t,t-\tau)(A^m - \langle A^m \rangle_{t-\tau})\rho_1(t-\tau)]_{PB},
\]

\[
- \int_0^{t-t_1} d\tau \sum_{lm} \phi_{lm}(t,t-\tau) [A^l, G_1(t,t-\tau)(A^m, \rho_1(t-\tau)]_{PB},
\]

(3.18)

\[
\dot{\rho}_2(t) = -i[\mathcal{Z}_2 + \mathcal{Z}_2(t)]\rho_2(t) - i\text{Tr}_1 P(t) \mathcal{Z}_g(t, t_1)\rho_1(t_1)
\]

\[
- \int_0^{t-t_1} d\tau \sum_{lm} \mathcal{X}_{lm}(t,t-\tau) [B^l, G_2(t,t-\tau)(B^m - \langle B^m \rangle_{t-\tau})\rho_2(t-\tau)]_{PB},
\]

\[
- \int_0^{t-t_1} d\tau \sum_{lm} \Phi_{lm}(t,t-\tau) [B^l, G_2(t,t-\tau)(B^m, \rho_2(t-\tau)]_{PB}.\]

(3.19)
where the symbol $\{\}^{\text{PB}}$ denotes a Poisson bracket with respect to the canonical variables $(p_i, q_i, i = 1 \text{ and } 2)$. In Eqs. (3.18) and (3.19), the fluctuation effects are retained up to the second order in $H_\Delta(t)$, and $g(t,t')$ represents a propagator

$$g(t,t') = \text{exp} \left[ - i \int_{t}^{t'} \{1 - P(\tau)\} \mathcal{D} \tau \right]. \quad (3.20)$$

Approximate expressions in Eqs. (3.18) and (3.19) are good enough, provided the difference between the present time $t$ and the switching-off time $t_I$ is sufficiently small.

The functions $\chi_{lm}(t,t-\tau)$ and $\mathcal{X}_{lm}(t,t-\tau)$ appearing in Eqs. (3.18) and (3.19) are the dynamic response functions, whereas $\phi_{lm}(t,t-\tau)$ and $\Phi_{lm}(t,t-\tau)$ are the dynamic correlation functions. These are functions of two time arguments. The explicit expression of the dynamical response function is given by

$$\mathcal{X}_{kl}(t,t-\tau) = \int dp_1 dq_1 \{ G_{1}(t-\tau,t) A^k A^l \}^{\text{PB}} \rho_1(t-\tau), \quad \chi_{kl}(t,t-\tau) = \int dp_2 dq_2 \{ G_{2}(t-\tau,t) B^k B^l \}^{\text{PB}} \rho_2(t-\tau), \quad (3.21)$$

where $\mathcal{X}_1$, $\mathcal{X}_2$, and $\mathcal{X}_3(t)$, are the Liouvillian corresponding to $H_1$, $H_2$, and $H_3(t)$, respectively.

As is clear from Eq. (3.21), the dynamical response function has two time arguments as compared to the ordinary linear response function. The latter only has one time argument, which measures how the subsystem deviates from the state of equilibrium under the influence of an external force. The former contains another important information. Namely, it gives the instantaneous dynamical structure of the subsystems at the switching-off time $t_I = t - \tau$, even though they are not in the statistical stationary state, and also how they evolve in time after $t_I$. It reduces to the conventional response function with only one time argument, which appears in the linear response theory applicable to the infinite system [see Eq. (4.5) and Ref. [7]], when the subsystems described by $(q_1, p_1)$ and $(q_2, p_2)$ reach their thermal equilibrium states. According to the numerical results discussed in the previous subsections, the statistical stationary state is expected to be established for the total system, when one takes $t_I = 20 - 25 \tau_{\text{coll}}$.

The numerical method of calculating the dynamic response function is found in our previous paper [5]. In Fig. 4, the dynamic response functions $\chi_{lm}(t_I + \tau, t_I)$ with $l = m = 1$ (called collective) and with $l = m = 2$ (called intrinsic) are shown as functions of $\tau$ for various $t_I$. These functions show how each subsystem responds to an “external” force coming from the coupling to the other subsystem and acting at the switching-off time $t_I$. Since they contain partial derivatives of $H_\Delta$, small fluctuations in $H_\Delta$ give a drastic change in the dynamic response functions.

As is seen from Fig. 4, the collective and intrinsic dynamical response functions seem to reach stationary values around $t_I = (40 - 50) \tau_{\text{coll}}$ which is much larger than $(20 - 25) \tau_{\text{coll}}$. The difference between $(20 - 25) \tau_{\text{coll}}$ and $t_I = (40 - 50) \tau_{\text{coll}}$ is understood as follows: Although the variances in Fig. 2 seem to reach some stationary values, there still remains some small time dependence which can only be detected by their time derivatives. Since the dynamic response functions depend directly on the time derivatives of $(q_i^2)_{t,t'} - (q_i)_{t}^2$ with $i = 1$ and 2, the total system is considered to be in a stationary state when the dynamic response function has no $t_I$ dependence. Strictly speaking, therefore, the stationary state for the total system is not established at $(20 - 25) \tau_{\text{coll}}$, but around at $t_I = (40 - 50) \tau_{\text{coll}}$.

Let us discuss the dynamic response function after $t_I = (40 - 50) \tau_{\text{coll}}$. Since there is no $t_I$ dependence in the dynamical response functions, the total system as well as its two subsystems already reached time-independent stationary objects. Note that each subsystem is only stationary under the influence of the other subsystem. As is seen from Fig. 4, these dynamic response functions show a remarkable property: They do not come back to their original value at $t_I$, unlike the case with the usual linear response function.

**IV. RESPONSE FUNCTION FOR NONLINEAR COUPLING**

In order to understand the remarkable feature of the dynamic response function shown in Fig. 4, let us introduce another simple model. The model consists of a harmonic oscillator with the coordinate $q$, mass $M$, and frequency $\omega_0$, interacting with a heat bath. The heat bath consists of $N$ harmonic oscillators described by coordinates $x_j$, frequencies $\omega_j$, and the common mass $m$. The Hamiltonian is expressed as

$$H = H_S + H_B + H_I. \quad (4.1)$$

Here,

$$H_S = \frac{p^2}{2M} + \frac{1}{2} M \omega_0^2 q^2, \quad H_B = \sum_j \left( \frac{p_j^2}{2m} + \frac{1}{2} m \omega_j^2 x_j^2 \right). \quad (4.2)$$

For the interaction $H_I$, we take two kinds of coupling: (a) linear coupling

$$H_I = q \sum_{j=1}^{N} \lambda_j x_j, \quad (4.3)$$

which is applied in Ref. [16], and (b) nonlinear coupling

$$H_I = q \sum_{j=1}^{N} \lambda_j x_j^2. \quad (4.4)$$

In order to study the behavior of the response function for the subsystem of the heat bath, which is coupled to the harmonic oscillator through the above two kinds of interaction, let us introduce the response function
the summation over $j$ in Eq. (4.7) is replaced by an integral over frequency $\omega$. Here, the parameter $\eta$ is known to be related with the viscosity [16]. The response function is finally expressed as

\begin{align}
\chi_{\text{lin}}(\tau) &= i \frac{2}{\pi} \coth \frac{\omega}{2T} \delta(2\omega) d\omega = i \frac{2}{\pi m} \int_0^\Omega \omega \coth \frac{\omega}{2T} \sin^2 \omega \tau d\omega, \\
\chi_{\text{non}}(\tau) &= i \frac{2}{\pi m} \int_0^\Omega \omega \coth \frac{\omega}{2T} \delta(2\omega) d\omega = i \frac{2}{\pi m} \int_0^\Omega \omega \coth \frac{\omega}{2T} \sin2 \omega \tau d\omega, \tag{4.9}
\end{align}

where $\Omega$ represents the upper limit of the Debye spectrum of the heat bath. In Fig. 5, the numerical results of $\chi_{\text{lin}}(\tau)$ and $\chi_{\text{non}}(\tau)$ are shown. The parameters used are $\eta = 0.5$, $\Omega = 100$, and $m = 1$, and $\tau$ is expressed in units of $\tau_{\text{coll}}$. As is seen from Eq. (4.9), $\chi_{\text{lin}}(\tau)$ goes back to its original value of zero like the usual linear response function irrespective of the temperature $T$, whereas $\chi_{\text{non}}(\tau)$ is divided into two subsystems, the coupling to the other degrees of freedom.

From the above discussion, one may draw the following conclusion: When the system with finite degrees of freedom reaches some statistical stationary state, and when the system is divided into two subsystems, the coupling to the other subsystem is effectively replaced by that to the heat bath.

The summation over $j$ in Eq. (4.7) is replaced by an integral over frequency $\omega$. Here, the parameter $\eta$ is known to be related with the viscosity [16]. The response function is finally expressed as

\begin{align}
\chi_{\text{lin}}(\tau) &= i \frac{2}{\pi} \coth \frac{\omega}{2T} \delta(2\omega) d\omega = i \frac{2}{\pi m} \int_0^\Omega \omega \coth \frac{\omega}{2T} \sin^2 \omega \tau d\omega, \\
\chi_{\text{non}}(\tau) &= i \frac{2}{\pi m} \int_0^\Omega \omega \coth \frac{\omega}{2T} \delta(2\omega) d\omega = i \frac{2}{\pi m} \int_0^\Omega \omega \coth \frac{\omega}{2T} \sin2 \omega \tau d\omega, \tag{4.9}
\end{align}

which obviously shows that the response of the thermal equilibrium state to a nonlinear external force does not come back to its original value, but converges to a constant value when the time approaches infinity. This remarkable feature is shown in Fig. 5(b) for three cases with different temperatures. By comparing Figs. 4 and 5, and by comparing $B_{\text{non}}$ and $B'$ in Eq. (2.1), it is recognized that the specific feature of the dynamical response function at $t_i > (40-50)\tau_{\text{coll}}$ is due to the nonlinear coupling to the other degrees of freedom. From this comparison, one may understand that the dynamical response function $\chi_{\text{lin}}(t_f + \tau, t_i)$ at $t_i > (40-50)\tau_{\text{coll}}$ is effectively replaced by the response function for the nonlinear interaction, $\chi_{\text{non}}(\tau)$, defined for the thermal equilibrium state. Since the effects of the rest subsystem appear only through the dynamical response and correlation functions, which is recognized from Eqs. (3.18) and (3.19), the possibility of the above replacement implies that the effects of the rest degrees of freedom on the subsystem under consideration are effectively expressed by the heat bath.

From the above discussion, one may draw the following conclusion: When the system with finite degrees of freedom reaches some statistical stationary state, and when the system is divided into two subsystems, the coupling to the other subsystem is effectively replaced by that to the heat bath.

**V. SUMMARY**

In order to study how the wave packet develops depending on its initial condition, the time evolution process of the bundle of trajectories initially located at a tiny unstable region (i.e., near the hypabolic point) of the TDHF manifold is studied within the TDHF theory. In this paper, we have studi-
system, when the square root of the variance $\langle H_\Delta^2 \rangle_t - \langle H_\Delta \rangle_t^2$ is much larger than $\langle H_\Delta \rangle_t = 0$.

With the aid of the dynamic response functions, various dynamical states realized in the subsystem during the evolution process of the total system are discussed. When the total system reaches some stationary statistical state, as is clarified in Sec. III C, the dynamic response function of the subsystem shows a remarkable property which is different from the linear response function usually used in characterizing infinite condensed matter. It is shown that this specific property originates from the nonlinear coupling, and does not depend on the number of degrees of freedom of the subsystem or on the statistical assumption. Therefore, it is concluded that the concept of the temperature is justified microscopically even in a finite system with a few degrees of freedom. Since the response functions as well as the correlation functions are directly related to the experimental observables, the complex evolution process of finite many-body systems might be explored by means of these functions.

In this paper, we confined ourselves only to the simple two degrees of freedom problem where it is not possible to assign the collective degree of freedom or to discuss its dissipation. In deriving the Fokker-Planck- or Langevin-type transport equations microscopically, one needs more than three degrees of freedom. In this case, one can find a case where the total system is divided into two weakly coupled systems: One is composed of more than two degrees of freedom and is in a chaotic situation, and the other is near the regular motion almost sticking to the KAM torus. In such a case, the former can be effectively replaced by the heat bath as we learned from the present investigation, and the dissipation mechanism of the latter would be treated by the transport equation. These treatments, applied to the giant dipole resonance in the hot nuclei, are now in progress.
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